
 

Senator Booker, 

Thank you for the opportunity to address your questions directly. I hope the 
perspectives I have gained over 10 months of litigating on behalf of my son will be 
useful to your office and can be leveraged to serve the broader public good. Despite 
remaining anonymous since I filed my case, I decided to come forward at the 
hearing before the Senate Judiciary Committee because I felt compelled to help 
other parents who may not yet understand what this technology is or the role it 
may be playing in their child’s life.   

At a minimum, tech companies should not be able to push the responsibility for 
childproofing their products onto parents so easily. Parental “controls” did not 
prevent tech companies from designing their websites and apps to be as extractive 
as possible—first for our personal information, then for our personal attention. 
Now, two decades into this social experiment, we can see the effects of this shift on 
the people who are the most “online” today: in 2024, nearly half of U.S. teens said 
they were online “constantly” (up from a quarter in 2015).1 Massive lawsuits against 
these same companies are now moving through federal and state court, alleging 
they intentionally designed their products to addict key “users”—our kids.2  

Kids are a target market segment for these companies, who extract their 
information and attention (i.e. “data”) to advertise more products to them.3 Kids 
who use their products constantly now will become adults who use their products 
constantly later, converting limited time, energy, and attention into product 
metrics and away from their real-world communities.4 Increasingly, those ads are 

4 “Product metrics” are the measurable aspects of a tech product’s performance that product teams 
use to gauge its success in the market. An important product metric measures engagement through 
counting daily or monthly active users (DAUs or MAUs), session lengths (i.e. how long a person uses 

3 See Jesse Weatherbed, Meta and Google Secretly Targeted Minors on YouTube with Instagram Ads, 
The Verge (Aug. 8, 2024), 
https://www.theverge.com/2024/8/8/24215911/meta-google-secretly-targeted-minors-youtube-i
nstagram-ads.  

2 In re: Social Media Adolescent Addiction/Personal Injury Products Liability Litigation, MDL No. 3047, 
Case No. 22-MD-3047-YGR (N.D. Cal.) (federal case); JCCP re: Social Media Adolescent 
Addiction/Personal Injury Products Liability Litigation, Case No. JCCP 5255 (Cal. Sup. Ct.) (state case). 

1 Pew Research Center, Teens, Social Media and Technology 2024 (Dec. 12, 2024), 
https://www.pewresearch.org/internet/2024/12/12/teens-social-media-and-technology-2024/.  
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moving inside the chatbots themselves; personalized promotions embedded in 
conversations that feel like friendship or guidance. As generative AI tools become 
the new interface for everyday interaction, advertising will become even harder to 
recognize and easier to confuse with genuine care or advice, deepening the cycle of 
manipulation that begins in childhood.5 

Unlike the people behind these products, I am not an expert. I am a parent. 
Parents today are expected to know about every new app their kids might be using 
and their potential developmental harms; meanwhile, tech companies continue to 
gain valuable product insights through shaping and tracking kids’ constant 
engagement with their products. The people who build these products should have 
to answer questions like the ones you have provided me before they can offer their 
products to everyone. Like all other companies that make things for public 
consumption, tech companies should face consequences when their products harm 
the consuming public. I hope you have the opportunity to share these questions 
with the people behind these products soon.   

Question:  

Too often, and tragically, harmful exchanges between minors and AI 
chatbots—on subjects such as suicide and self-harm—are not identified until it is 
too late. In your testimony, you mentioned that you had engaged parental controls 
over your son’s electronic devices and even prohibited him from using social media.  

a.​ At what point should chatbot providers intervene to halt such 
interactions, and how should a parental notification system be 
structured?  

b.​ When should dangerous AI chatbot companions’ conversations be 
limited or entirely terminated?  

Response:  

5 
https://www.wired.com/story/character-ai-ceo-chatbots-entertainment/?_sp=fff7b40b-8d73-4e8
f-a547-96c769321ac8.1760734919278 ("Character.AI recently introduced advertisements, including 
reward ads (where users can choose to watch an ad to get access to on-platform incentives), to help 
monetize in countries where subscriptions aren’t feasible, he tells me.") 

the product in each session), and sessions per user (average number across time that a person uses 
the product), among other metrics. For example, see Google’s HEART framework for product metrics 
measuring “Happiness,” “Engagement,” “Adoption,” “Retention,” and “Task Success,” 
https://www.heartframework.com/.  
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Chatbot developers already use internal tools that identify and label exchanges 
within their products. These are triggered when a person tries to prompt a chatbot 
to generate outputs that violate the developers’ content policies or that may expose 
the developers to potential copyright liability, for example. Developers currently 
lack any incentive to apply a similar intervention to other exchanges they can easily 
identify and label (if they do not do so already), including prompts involving 
self-harm, suicide, and violence more generally.  

The main difference between the developer blocking copyright-violating 
outputs and not flagging multiple exchanges over long periods of time where the 
product instructs a teen exactly how to end her life, for example, is legal risk. 
Because developers assume they do not have to avoid facilitating death legally, at 
least for now, they do not build that into the product lifecycle from the beginning. 
Instead, they wait for the obvious to happen based on how they chose to design the 
product – to mimic human-to-human communication so convincingly for certain 
people, including kids, that they can prey on our species’ need for social connection 
and validation, ultimately displacing real-life relationships.  

​ Chatbot developers should not be able to “provide” their products to the 
public before adequately testing the capacity of their products to facilitate death 
and violence, as well as the developmental risks of their products to young people 
who may use them. This testing should not happen after the fact but long before a 
product is launched to market. If they cannot show that their products do not 
facilitate death and violence, and that they do not pose potentially irreversible 
developmental risks to young people, then these developers should not be able to 
launch the product. If they have already done so, however, their defective products 
should be recalled—like we would expect for any other consumer product that 
harms people.  

Terminating conversations 

Short of a recall, chatbot developers should at least prevent exchanges 
concerning self-harm the same way they treat copyright protections and content 
policy violations. The product should not continue exchanges over various sessions 
that raise self-harm subjects and should not store any information about the 
person using the product concerning their mental health profile (or other health 
conditions, for that matter). When an individual is in crisis, the developer bears the 
responsibility of flagging that risk internally within their systems and externally by 
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actively engaging rescue personnel. If a parent or guardian has linked their kids’ 
account(s) to their own, the developer bears the responsibility of informing the 
parent or guardian immediately. A chatbot is not a licensed mental health 
professional; individuals experiencing suicidal ideation need a safety plan and 
real-life support, not continued engagement on a chatbot product. While 
immediately terminating an exchange involving these topics could make a person in 
crisis feel worse, developers bear the responsibility of ensuring their products do 
not engage in such exchanges in the first place.  

In short, an intervention must be meaningful, and not, as Character.AI and 
similar chatbot apps are doing, do even more harm than good.  Character.AI claims 
that it is intervening, for example, with a filter that stops the user from seeing a bot 
response based on a general statement that it may violate terms.  The programming 
is not meant to actually stop the harms, however.  Instead, the child can simply hit 
return or keep engaging and the bot will continue to engage in a harmful manner – 
sometimes with the pop up and sometimes without.  Filed complaints show this 
harm in the case of very young children being sexually abused.  Because the 
platform does not stop the harmful conversation, they can just hit return over and 
over and the bot will generate new, harmful content until it eventually finds a way 
around the filter.  The harm is happening, even though the platform claims to be 
intervening.  This is not intervention.  It is a measure designed to look like 
intervention while still keeping users interacting with the product. 

Parental notifications 

There are many ways to structure a parental notification system, including at 
the device level.6   Ultimately, though AI products not independently determined to 
be safe for children or that meet robust safety guidelines should be required to 
employ reasonable and privacy preserving methods for age verification or 
assurance and require verifiable parental consents for minor use.  But lawmakers 
should be careful not to put too much of the burden on parents to police their kids’ 
digital habits, leading to digital fatigue for parents already stretched thin. Parental 
controls are ultimately a way for the tech industry to self-regulate, setting the 
terms and limits for how parents are able to exert a limited amount of “control” 

6 See Apple Newsroom, Apple Expands Tools To Help Parents Protect Kids and Teens Online (June 11, 
2025), 
https://www.apple.com/newsroom/2025/06/apple-expands-tools-to-help-parents-protect-kids-
and-teens-online/.  
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over tech products, which were designed by experts to exploit their kids’ attention 
and arrest their social development.  

In our case, we had available parental controls in place, but the problem is that 
companies like Apple and Character.AI have no rules or regulations requiring them 
to honor their commitments and/or abide by the reasonable expectation of 
consumers.  For example, a parent may set their Apple controls so that a 
15-year-old child can only download apps rated appropriate for children over a set 
age, but if Apple does not quality control ratings, warn parents that ratings may be 
meaningless, or even change ratings once it has knowledge that they are 
misleading, that control is ineffective and deceptive.  Apple also uses a 12+ rating for 
many apps, including social media apps, when the apps themselves state that they 
should not be used by children under 13.  Snapchat, Instagram, and TikTok are just 
three examples of apps that self-rate on the app older than the age rating Apple 
allows in the App store.  App developers also then describe their products in false 
terms, so that when parents check App Store ratings and descriptions they 
reasonably rely on Apple and the Developer’s representations concerning safety and 
how the product works.   

On top of these shortcomings the device and app developers fail to follow 
through.  For example, a parent could set up Google Family Link on a device and 
expressly prohibit YouTube and other specific apps, only for Google to recommend 
and make available via its App store a game that appears to be safe for children as 
young as 4 and that includes a link to YouTube that allows the child to bypass all 
parent safety settings.  When a single company, like Google, is providing parents 
with the Family Link product and also then allowing access to a Google app like 
YouTube and that the parent has prohibited via the Family Link controls, Google 
should know that the parental controlled device is being used to access YouTube 
despite the parent having attempted to block it.  The same should be true for 
school devices on which children can access YouTube when Google knows they are 
a school device.   

 

Question: 

Currently, several generative AI products contain clauses in their terms of 
service agreements that force arbitration in the event of a legal dispute. 
Additionally, the terms of service also include verbiage that refers to the chatlogs of 
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users as “proprietary data” that cannot be divulged during litigation. In your 
testimony, you discussed Character.AI’s repeated attempts to silence your voice 
through forced arbitration and settlements. 

In recent legislation, forced arbitration has become a major focal point for 
Congress as it seeks to ban forced arbitration clauses in cases involving sexual 
harassment or racial discrimination.  

 
c.​ Do you believe banning forced arbitration within cases involving AI 

and minors would help hold these technology companies accountable?  
d.​ How has arbitration affected your case against Character.AI? What are 

the pros and cons of having to arbitrate your case as opposed to 
litigation? 

 

Response: 

Impact of arbitration in my case 

I will take your last question first. Arbitration has been a major roadblock on my 
family’s path towards justice for my kid. It has stalled our legal case for almost a 
year, prolonging a legal process that can already take years to fully resolve. For 
context, the defendants in my case attempted to enforce the forced arbitration 
clause in their product’s terms of service against my kid. In my state, like many 
other states across the country, you cannot legally enforce a contract against a 
minor under 18; although terms of service are contracts, the arbitrator had to 
determine whether that clause was enforceable. Ultimately, the arbitrator—which is 
typically selected by the defendant company—decided that the arbitration clause 
was not enforceable against my son. My case is back before a court, which means 
the public will have greater transparency about the defendants’ conduct as the 
litigation continues.  

It is my understanding that we had to submit to the arbitration process because 
not doing so would have resulted in an even longer delay as Character.AI would 
have then had the right to appeal a denial.  Once we submitted to arbitration in 
order to have quicker resolution of the threshold issue of arbitrability, Character.AI 
delayed payment of arbitrator fees and used the arbitration process to force our 
son into a deposition.  The process was traumatizing and, ultimately, Character.AI 
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asked him no more than ten minutes’ worth of questions.  It felt like the process 
was being used to abuse us, rather than move the case forward on its merits.  It was 
only in the last few weeks – ten months after our complaint was filed – that we 
were able to obtain an order finding that our claims were not subject to arbitration. 
When we go back to Court we will be starting where we would have started had 
Character.AI not attempted to force arbitration, and we do not know how many 
children have been harmed by these delays in the meantime.   This is also 
significant given that the judicial district in which we filed is known for expediting 
discovery processes.  Defendants clearly saw the arbitration process as a way 
around efficient resolution of this case.  This is not how the legal process should 
work, especially when it involves children and families that have suffered terrible 
harms like those alleged in our lawsuit.   

There are few pros of arbitrating my case compared to litigating it, besides the 
potential for a speedier conclusion (and less in attorneys’ fees and court costs as a 
result). Even the notion of “having to” arbitrate itself implies that it is a process 
being forced on a family that does not want it.  The cons are plenty, however. First, 
private arbitration often gives the companies who mandate it a big leg up: they get 
to choose the arbitrator, the forum, and other key aspects of the process. 
Arbitration, unlike litigation, is also much more secretive – hearings, evidence, 
testimonies, and even the final arbitration award are kept confidential, while much 
of those parts of litigation are part of the public record. Further, if a court makes 
the wrong decision, I can always appeal the result for further review. Arbitration 
decisions are final, however, and unappealable. These are some of the reasons why 
companies have adopted forced arbitration clauses across consumer contracts of 
all types in recent years.7 

Banning forced arbitration 

On your first question, absolutely it would. First of all, these companies’ 
unilateral terms of service cannot override established legal principles. For 
example, most states recognize that minors under 18 cannot enter into 
legally-enforceable contracts – they are not capable of doing so due to their age, so 
either the court acts as if no contract ever existed, or the court will allow the minor 

7 See  Imre Stephen Szalai, The Prevalence of Consumer Arbitration Agreements by America’s Top 
Companies, 52 U.C. Davis Law Review Online 233 (2019), 
https://lawreview.law.ucdavis.edu/sites/g/files/dgvnsk15026/files/media/documents/52-online-
Szalai.pdf.  
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to rescind their obligations under the contract once they turn 18 (depending on a 
state’s legal doctrines). Since terms of service are a type of TIOLI contract (or, “Take 
It Or Leave It”), many courts will already interpret them with the balance of equities 
in mind, fully aware that the terms of the agreement were not negotiated by both 
parties but imposed by the company onto the end-user unilaterally. To that point, 
companies get to stylize the personal information their products are designed to 
extract from peoples’ prompts and exchanges as “proprietary data,” without any 
countervailing opportunity for people to assert their privacy rights meaningfully. 

With this context, a law explicitly banning forced arbitration clauses in chatbot 
products’ terms of service would help clarify what is already legally true in most 
states—that you cannot force a child to comply with the terms of a contract they 
did not legally enter, including an underlying arbitration clause. By eliminating the 
popular avenue of forced arbitration, lawmakers would increase the stakes for 
developers by increasing their exposure to potential legal liability when their 
products harm people. It would save advocates and lawyers representing families 
like mine the extra procedural step of arguing a legitimate legal claim out of private 
arbitration, where companies are able to appoint arbitrators and the proceedings 
remain completely secret, unlike when lawsuits proceed through the courts.  

Tech companies are using arbitration to silence consumers and prevent the 
truths about their design-based harms from coming to light.  Enforcement of 
technology companies’ terms of service is troubling even with regards to adult 
users, including because of practices like not providing the text of the agreement, a 
prominent link or requirement that the terms be read and understood, one-sided 
language without any ability of the consumer to negotiate or, in some cases, find 
alternative products without such onerous and one-sided terms.  Essentially, adult 
consumers already lack any real choice when it comes to being taken advantage  of 
in this way.  But the harms are worse with children.  These companies should not be 
allowed to try and enforce arbitration provisions against children who were too 
young to consent in the first place, or against consumers alleging sexual abuse, 
addiction, and similar, serious risks that no consumer would have consented to 
assume had these companies been honest about the dangers of their products. 99% 
of adults in the U.S. are completely unaware that they have clicked-through terms 
of service for tech products that force them into arbitration.8 If adults cannot read 

8 Roseanna Sommers, What Do Consumers Understand About Predispute Arbitration Agreements? An 
Empirical Investigation (July 2023), https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4521064.  
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and understand every term of a service agreement before using a tech product, 
lawmakers should not let companies off the hook legally when kids fail to do so, too.  

 

Respectfully Submitted, 

 
Meetali Jain 
Tech Law Justice Project, Attorney for Ms. Doe 

 
Matthew Bergman 
Social Media Victims Law Center, Attorney for Ms. Doe 
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